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Similarities and Contrasts With Line Search Methods

Line search methods generates a search direction based on a
(linear or quadratic) model, and then focus their efforts on
finding a suitable step length α along this direction.

Trust-region methods define a region around the current
iterate within which they trust the model to be an adequate
representation of the objective function, and then choose the
step to be the approximate minimizer of the model in this
region.

In effect, baring the choice of the trust region, they choose
the direction and length of the step simultaneously.

If a step is not acceptable, they reduce the size of the region
and find a new minimizer.

In general the direction of the step may change whenever the
size of the trust region is altered (quite unlike the line-search
methods).
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Trust-Region Methods

The size of the trust region is critical to the effectiveness of
each step.
If the region is too small, the algorithm misses an opportunity
to take a substantial step that would have moved it very close
to the minimiser.
If the trust region is too large, then the minimiser of the
model might be far away from the minimiser of the objective
function.
In practice the choice of a larger or smaller trust region
depends on the performance of the model in the previous
iteration.
Trust region is expanded if the model consistently keeps
producing good steps and is a accurate approximation to the
objective function.
A failed step hampers the confidence of the method leading to
a shrinkage of the trust region
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Line Search Vs Trust-Region Methods

Figure: Trust-region and line search steps.
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Line Search Vs Trust-Region Methods

Figure shows the contrast between trust-region and line-search
approaches on a function f of two variables in which the
current point xk and the minimiser x∗ lie at opposite ends of a
curved valley.

The quadratic model mk is constructed from the function and
derivative information at xk and also may possibly have
considered information accumulated from previous iterations
and steps.

A line search method based on this model searched along to
the minimiser to of mk , but this direction will yield atmost a
small reduction in f , even if the optimal step length is used.

Whereas the trust-region methods step to the minimiser of mk

within the dotted circle (trust region), yielding a more
significant reduction in f and better progress toward the
solution.
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Model Derivation

Consider the Taylor series expansion of f around xk , which is

f (xk + p) = fk + gT
k p +

1

2
pT∇2f (xk + tp)p. (1)

where fk = f (xk), gk = ∇f (xk) and t ∈ (0, 1).

Using an approximation Bk to the Hessian in the second-order
term in (1), mk (the model function) is defined as follows:

mk(p) = fk + gT
k p +

1

2
pTBkp. (2)

where Bk is some symmetric matrix.

Note that the difference between mk and f (xk + p) is
O(||p||2), which is small when p is small.

For Bk = ∇2fk we get the trust-region Newton method and
the error in the model is further brought down to O(||p||3) for
||p|| small.
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The Trust Region Sub-problem

The general trust region step is found by seeking a solution to the
subproblem

min
p∈Rn

mk(p) = fk + gT
k p +

1

2
pTBkp s.t. ||p|| ≤ ∆k (3)

where ∆k > 0 is called the trust-region radius.

Typically we choose ||.|| to be the Euclidean norm effecting the
trust region to be a ball of radius ∆k around p.

The trust-region approach requires us to solve a sequence of
subproblems of the type (3) in which the objective function and
constraint (pTp ≤ ∆2

k) are both quadratic.

When Bk is positive definite and ||B−1
k gk || ≤ k ,the solution of (3)

is easy to identify, as it is simply the unconstrained minimum
pBk = −B−1gk of the quadratic mk(p)).

In this case, pBk is called the full-step.

The solution of (3) is not so obvious in other cases, but it can
usually be found without too much computational expense.
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Outline Of The Trust-Region Method

The key ingredients

1 How to choose the trust-region radius?

2 Choice of the model?

3 How to find the minimiser of the chosen model?

First things first lets address the choice of the trust region.
The choice is based on the agreement between the model function
mk and the objective function f at the previous iteration.

Given a step pk we define the ratio

ρk =
f (xk)− f (xk + pk)

mk(0)−mk(pk)
(4)

The numerator is the actual reduction in f from xk to xk + pk .

The denominator is the predicted reduction.
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Note as pk = 0 lies inside the trust region, the predicted
reduction will always be non-negative.
Therefore, if ρk < 0, then the new objective value is greater
than the current value i.e.

f (xk + pk) > f (xk)

so, the step must be rejected.
On the other-hand if ρk ≈ 1 (close to 1), that should imply a
good agreement between the model mk and the objective
function f over this step.
So it should be safe to expand the trust region for the next
iteration.
-> if ρk > 0 but significantly < 1 we don’t alter the trust
region.
-> if it is close to zero or negative, we shrink the trust region
by reducing ∆k at the next iteration.
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Algorithm (Trust Region Radius Calibration)

Given ∆̂ > 0, ∆0 ∈ (0, ∆̂), and η ∈ [0, 1
4 ) :

for k = 0, 1, 2, . . .
Obtain pk by (approximately) solving trust-region sub-problem (2)
Evaluate ρk from (4)
if ρk < 1

4
∆k+1 =

1
4∆k

else
if ρk > 3

4 and ||pk || = ∆k

∆k+1 = min(2∆k , ∆̂).
else
∆k+1 = ∆k ;

if ρk > η
xk+1 = xk + pk

else
xk+1 = xk ;

end
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Trust Region Radius Calibration

∆̂ is an overall bound on ∆k .

∆k is increased only when ||pk || = ∆k (i.e. the solution in the
previous stage lied at the trust-region boundary)

No expansion in the trust region until pk reaches the trust
region boundary.
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Trust Region Sub-problem

Now let us focus on solving or finding the minimizer of the
trust-region sub-problem.

Trust Region Sub-problem

To this end we drop the subscript k to write the sub-problem as

min
p∈Rn

m(p) = f + gTp +
1

2
pTBp s.t.||p|| ≤ ∆. (5)

Theorem

The vector p∗ is a global solution of the trust-region problem (5) if
and only if p∗ is feasible and there is a scalar λ ≥ 0 s.t. the
following conditions are satisfied

(B + λI )p∗ = −g , (6)

λ(∆− ||p∗||) = 0 (7)

(B + λI ) is positive semi-definite. (8)
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Trust Region Sub-problem

Figure: Solution of trust-region subproblem for different radii ∆1, ∆2 and
∆3
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Trust Region Sub-problem

Let us understand the implications of the above stated
theorem.

Condition (7) is a complimentary condition that states that
atleast one of the non-negative quantities λ and ∆− ||p∗||
must be zero.

Hence, when the solution lies strictly inside the trust-region
(∆ = ∆1) we must have

λ = 0.

As consequence from (6) we have

Bp∗ = −g

with B positive semi-definite from (8).

In the other two cases ∆ = ∆2 and ∆ = ∆3 we have
||p∗|| = ∆ and as a result λ is allowed to be positive.
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Trust Region Sub-problem

From (6) we have

λp∗ = −Bp∗ − g

= −∇m(p∗).

Thus, when λ > 0, the solution p∗ is collinear with the
negative gradient of m and normal to its contours as well.
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